
  

2017/18 Mini-Project 
 

Crowdsourcing data in mining spatial 
urban activities: the case of multi-

dimensional analysis of Urban Segregation 
in Cambridge and Ningbo 

 

Final Report 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Elisabete A. Silva, PI, Reader in Department of Land Economy [es424@cam.ac.uk] 

 Haifeng Niu, CO-I, Ph.D student in Department of Land Economy [hn303@cam.ac.uk]   



Crowdsourcing data in mining spatial urban activities 

2 

Abstract 
“Crowdsourcing data” has been generated in great quantities with the development of the information 

and communications technology (ICT) from large and diverse groups of people or internet users. These 

new non-traditional (i.e. census data) datasets also have been introduced as a data source for urban 

analysis in recent studies. The new data sets provide geo-coded geographic information for spatial 

analysis but also contain urban human behaviour characteristics that enrich the quality of the positional 

data that we acquire (i.e. trajectory from continuous GPS records, emotions from social media content, 

the perception from geo-tagged photos, etc.). This project focuses on the crowdsourcing data harvesting 

and data-mining of the multi-dimensional mechanisms of urban segregation combining the geo-coding 

of information with the abundant attributes of this type of data. This project conducts pilots at Cambridge 

in the UK and then compare it with prior study of Ningbo in China trying to synchronise some of the data 

collection methods across the two case studies. We realized that by utilising crowdsourcing data, it can 

overcome some of the limitations of geographic data and provide insights into socio-economic 

mechanisms behind the spatial-temporal dimension of urban behaviours. Also, to extend the research 

focus to social-spatial and economic-spatial characteristics instead of the spatial structure, this research 

provides a conceptual and methodological framework for analysing crowdsourcing data that is more 

sensitive to the social and economic relations embodied in spatial-temporal behaviours. 

Research Question 
1. How does check-in data from social media is distributed around Cambridge? What kinds of 

spatial segmentation could be identified? 

2. How to validate the social media data on urban segregation? And how to analysis it socially 

and economically with other data sources such as questionnaires? 

3.  What are different findings between case studies in Cambridge, UK and Ningbo, China? 

Methodology 
This project focuses on the crowdsourcing data harvesting and data-mining of the multi-dimensional 

mechanisms of urban segregation combining the geo-coding of information with the rich attributes of 

this type of data. This project will conduct pilots at Cambridge in the UK and then compare it with prior 

study of Ningbo in China trying to synchronize some of the data collection methods across the two case 

studies.  

Firstly (goal 1), based on an understanding of the spatial fragmentation of urban districts, specific 

urban matrices are selected to present the spatial features of Cambridge. Next (goal 2), user-

generated content (UGC) social media and images data are collected to characterise the social and 

built environment in different parts of Cambridge to assist in finding the link between social 

segregation and the built environment. For both goals in Cambridge previous work done in Ningbo, 

China will allow to compare and contrast realities. 

Thereafter, in a second stage, we validated the above ‘big data’ approach with data collected by ‘eyes 

on the street’ type of questionnaires (soft data collection) and will also perform smartphone detection 

(linking mixed methods of qualitative/quantitative approaches) (goal 3). This phase in the study of 

urban segregation answered the common criticism that crowdsourcing doesn’t capture important 

groups of society because these groups don’t own or use the devices producing such data (this is 

particularly important in low income and jobless groups of society). While this is a mini project pilot 

study, the questionnaires needed to be performed for both Cambridge and Ningbo in China in order to 

synchronize methodologies.   

Lastly, as a final step, a comparison between two historical cities, Cambridge in UK and Ningbo in 

China was performed, it allowed us to summarize the key features of urban segregation and extract 

the general principles. 
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Discussion 
 

The starting point of this research was based on the data harvesting from social media. The main goal 

was to be able to link social media activities to the built environment.  Image 1 points to the England 

vs Cambridge production of data and social media activity and Image 2 points to the Cambridge city 

centre social media activity. 

 

Figure 1. Social media extracted using API developed for this research 

With the completion of this phase of information harvesting and analysis (performed during the first 

month of the project) we were able to set the foundation for the next phase: identification of areas to 

sample people using questionnaires and for the location of the mobile telecommunication devices 

(performed during the second month of the project).  

By using open developer API from Twitter, we collected data from tweets during 8th February to 28th 
March. Among those tweets, 37497 tweets with geo-tag (geographic coordinate) are refined with data 
cleaning script, distributing through Eastern England except for the Great London. To get the geo-
tagged tweets from Cambridge, we add a location filter as 
locations=[0.068639,52.15794,0.184552,52.237228] to narrow down the dataset, and amount of 
tweets in Cambridge is 2338. Based on this, we introduced kernel analysis on the ArcGIS platform and 
generated a tweets heat map as showed as Image 2.  
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Figure 2 – Social media hotspots for Cambridge 

 

With the second goal complete, it was possible to identify the 5 locations for the questionnaires: 1 

King’s Parade, 2. Guildhall and Market square, 3. Train Station, 4. Grafton and Mill road, 5.Mesuem of 

Cambridge.  The development of the questionnaires also obeyed a set of rules: we divided the 

questionnaire into 3 parts, the first part was used for general information (i.e. age group, ethnicity, 

etc.); the second group of questions related to social media activity; the third objective dealt with 

socio-economic characteristics, housing affordability and homeless.  (Questionnaire attached to this 

report as Appendix 1). 

 

Table 1 - Cambridge questionnaires and results 

Location Number of 

questionnaires 

complete 

Observations Key findings 

1. King’s Parade 40/50 1.Tourists groups 

crowed around this area,  

2. Collection point for 

tourists, 

1.Pedestrians around 

King’s Parade stay 

longer on the street,   

2. Respondents’ usage 

of social media is high, 

and they believe the 

frequent social media 

activities happen 

around. 
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2. Guildhall and 

Market square 

38/50 1. more homeless than 

other areas, 

2. people eat on the 

bench. 

1.More locals crowd in 

this area,   

2.Most people think it is 

affordable for 

accommodation in this 

area,   

3.Respondents spend 

more time in this area. 

3. Train Station 30/50 1. people do not cluster 

together, 

2. people waiting outside 

the station and use their 

phone a lot 

1.People similarly 

spend 5-20 mins in this 

area, 

2.Most respondents 

are locals and 

students,   

3. social media 

activities may not be 

crowded here. 

4. Grafton and 

Mill road 

33/50 1. people always carry 

bags, 

2. the homeless live on 

the lanes 

1.respondents are 

more locals but their 

background is diverse,   

2.prefer to stay here 

more than 20mins,   

3.no mixed-use 

function. 

5. Museum of 

Cambridge 

20/50 1. sidewalks are crowed 

2. busy intersection for 

pedestrian, cyclist, 

vehicles. 

 

1. Do not like to stay 

for long and they just 

passed by. 

2. It is affordable for 

respondents if they 

move into this area. 

 

 

Conclusion 
Information and Communication Technologies (ICT), in particular associated with new internet 

platforms that produce user generated content are becoming a popular source of data to associate to 

more traditional data sets such as census and other spatial explicit data. In this study, data harvested 

from tweets was geocoded, allowing to identify hot-spots of activity. The identification of five key 

hotspots promoted the development a second set of analysis trough the use of questionnaires in order 

to link quantitative ad quantitative research and refine the results.  

The key findings for both case studies: (1) High concentration in five key areas are identified, but 

the area in Grafton and Mill road doesn’t show a clear cluster; (2) Young people prefer to use internet 

for housing information and easily identify the housing information on social media; (3) Among the 

respondents who use social media, the elders also make up for a higher certain percentage than we 

expected initially; (4) Facebook is the most popular social media software. It may be a good research 

source in the future studies; (5) For people who are already homeowners they are unlikely to follow 

housing information through the internet or social media; (6) Respondents basically think the function 

of the five observed sites is mix-used type of land use.  
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Appendix 1 

Survey  

Please take a few minutes to fill out this survey on the building environment around you now. Thank 

you for your participation.  

Site: 

  King’s parade          Guildhall and market square          Railway station 

  Grafton and mill road      Other                    

Part I: General Information  
1. Are you male or female? 

 male    female 

2. To which of the following age groups do you belong?  

 under 17 years old  18-24 years old  25-34 years old 

 35-44 years old  45-54 years old  55-64 years old 

 65-74 years old  75+ years old  

3. To which of the following ethnic groups do you belong? 

 White  Hispanic or Latino  Black or African American 

  Asian / Pacific Islander  Other 

4. what is your resident identity? 

 Locals  Tourists  Students 

 University staff  Other   Region – East Anglia 

Part II: Questions relate to social media result 
1. How would you rate this cluster of social media activity of this area? 

Very crowded        Comfortable 

2. Which main function will you identify this area? 

 Commercial   Transportation  Cultural  Education   

Business   Residents 

3. How much time do you usually spend in this area? 

 0 to 5 minutes  5 to 20 minutes  20 to 40 minutes Other  

4.  How would you rate the openness of the buildings and external environment? 

Only wealthy         friendly to 
everyone 

(especially for disabled and low-income) 

5. Have you ever feel that this area is not designed for you or how would you improve it? 

 

Part III: Economic and Social characteristics  
1. Do you live around? 

 Yes |  No 
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2. What is your highest level of education? 

 Elementary school   High school  College   Master’s 

degree   Ph.D 

3. Which options below is your current housing situation? 

 Homeowner  Tenant\College accom  Temporary dwellings  with no home or 

shelter 

4.  How would you rate the affordability of yourself if you move to this area? 

Affordable        Unaffordable 

5. Do you use social media software/website? (Facebook, Twitter, Foursquare, Yelp… ) 

 Yes |  No 

if yes, what social media do you use__________________________ 

6. How do you use social media? 

 Mobile phone  Computer  Tablet  other 

7. Where do you use wireless internet from coffe-shop? 

Cafe  University  Your own paid for  

8. For those with temporary dwellings and no home/shelter:  

how do you use internet  ________________________________________ 

9. Do you think that access to internet would get more housing information? 

 Yes |  No 

if yes, how__________________________ 

10. Do you think that access to social media would improve you housing condition? 

 Yes |  No 

if yes, how__________________________ 

 


